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Abstract

Data replication is one of the best known strategies to achieve high levels of availability and fault tolerance, as well as minimal
access times for large, distributed user communities using a world-wide Data Grid. In certain scientific application domains,
the data volume can reach the order of several petabytes; in these domains, data replication and access optimization play an
important role in the manageability and usability of the Grid.

In this paper, we present the design and implementation of a replica management Grid middleware that was developed within
the EDG project [European DataGrid Project (EDG),http://www.eu-egee.org] and is designed to be extensible so that user
communities can adjust its detailed behavior according to their QoS requirements.
© 2004 Elsevier B.V. All rights reserved.
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. Introduction

Grid computing addresses the issue of distributed
omputing over the wide-area network that involves
arge-scale resource sharing among collaborations of
ndividuals or institutions. Data Grids, in particular, ad-
ress the needs of data intensive applications that deal
ith the evaluation and mining of large amounts of data

n the terabyte and petabyte range.
One of the principal goals of Data Grids is to provide

asy-to-use, transparent access to globally distributed
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data and to abstract the complexities from the use
the applications. Essentially, it aims at making data
cess and location as easy as on a single compute

Optimization of data access can be achieved via
replication, whereby identical copies of data are ge
ated and stored at various sites. This can significa
reduce data access latencies. However, dealing
replicas of files adds a number of problems not pre
when only a single file instance exists. Replicas m
be kept consistent and up-to-date, their locations
be traced, their lifetimes need to be managed, etc

Replica management is achieved by coordina
underlying Grid services like file transfer services
protocols (GridFTP)[3], replica and metadata catalo
[8]. These services have to be properly secured (G
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Achieving replica management by serializing these ser-
vices is error prone and tedious. There is a clear need
to automate the process, providing a service that can
be driven by higher level policies, easily understood
by the end-user. As an example, consider the task of
replicating a file. This requires the application to per-
form a wide area transfer (e.g. using GridFTP) and to
update various catalogs while checking access rights
and managing errors and failures. Another example is
replica selection: without a higher level Grid service
to call on, the users will need to implement their own
replica selection algorithms to locate appropriate data,
increasing the burden on the application programmers.

In this paper, we present the design and implemen-
tation details of a replica management service (RMS,
originally presented and introduced in[15] and[17])
that is intended to provide the application programmer
as well as an end-user with an easy-to-use, intuitive
interface, hiding the details of the underlying services.
We have designed and implemented a prototype in the
context of the EU DataGrid project (EDG)[12]. The
remainder of this paper is organized as follows: we
present the design of our replica management frame-
work in Section2 and its latest implementation in Sec-
tion3. Results obtained with this prototype are reported
in Section4. After a discussion of related work (Sec-
tion 5), we end this paper with a brief summary and an
outlook on future work.
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meta-data services for storing replication meta-data
such as file meta-data (size, checksum, etc.), man-
agement meta-data, and security meta-data (such as
access control lists), and processing services that
allow pre- and post-processing of files being repli-
cated.

• The goal of theOptimizationcomponent is to mini-
mize file access and/or transfer times by pointing ac-
cess requests to appropriate replicas and pro-actively
replicating frequently used files based on access
statistics gathered.

• TheConsistencymodule takes care of keeping the
set of replicas of a file consistent as well as the meta
information stored in various catalogs.

• TheSubscriptionmodule takes care of subscription-
based replication where data appearing at a data
source are automatically replicated to subscribed
sites.

• The Session Managementcomponent provides
generic check-pointing, restart and rollback mecha-
nisms to add fault tolerance to the system.

• Collectionsare defined as sets of logical filenames
and other collections. Collections are particularly
important if end-users need a higher level data access
granularity than just single files.

• TheSecuritymodule manages the required user au-
thentication and authorization, in particular, issues
pertaining to whether a user is allowed to create,
delete, read and write a file.
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. Design of a replica management framework

In [15,17], we presented the design of a g
ral replica management framework. In that mod
eplica management service contains all the log
oordinate the underlying services, providing the
ith a unified interface to all replica management fu

ionalities.Fig. 1presents the user’s perspective of
ogical layout of the components of our replica m
gement system. The entry point to all services is
eplica Management Servicewhich interacts with th
ubcomponents of the system.

The Core module coordinates the main functio
ality of replica management, which is replica c
ation, deletion, and cataloging by interacting w
third party modules. These external modules inc
transport services, replica location services (R
The model of providing high-level functionality b
oordinating a set of underlying services is one
he paradigms of Grid computing and other serv
riented architectures. By following this paradigm,
llow for deployments providing customized levels
uality of Service as we foresee that Virtual Orga
ations will use the Replica Management Service
ery different ways. Only the core, optimization a
ecurity modules have been actually implemented
eployed in the EU DataGrid.

. Implementation details

We implemented the replica management sys
ithin the framework of the EU DataGrid proje
tarting from the preliminary architecture presen

n [15], we implemented a first prototype that used
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Fig. 1. Main components.

code name “Reptor”. Preliminary implementation de-
tails and results have then been presented in[17]. Dur-
ing the final phases of the EDG project, feedback from
several user communities has been collected and the
implementation has evolved as outlined in[7]. In the
following, we give more implementation details that
correspond to the final version of the code developed
within the EDG project.

Most components and services depicted inFig. 1
are implemented in the Java language. Services such
as the Replica Location Service, the Replica Opti-
mization Service (ROS), etc. are deployed as web
services. We initially depended only on open source
technologies like the Jakarta Tomcat servlet container,
the MySQL database and Apache Axis. However,
for high performance and availability reasons, some
of the web services have later been ported to the
Oracle Application Server as well as the Oracle 9i
database.

The current implementation provides the core mod-
ule (interfacing to the transport and catalog services)
and the optimization component, leaving the collec-
tion, session management, subscription and consis-
tency modules for future versions. One particular
change of the implementation with respect to the orig-

inal design is that the logic of the coordination replica
management service is implemented on the client-side
rather than offering a separate service; this is to defer
the issues we originally faced with the details of autho-
rization with respect to delegation of rights to services
as described in[7].

Security is provided within the Grid Security Infras-
tructure (GSI) framework. Our web services are able
to authenticate Grid certificates via a trust manager,
an authentication module which can be plugged into
web service containers. We also have a fine grained
authorization mechanism in place that can interpret
certificate extensions provided by the Virtual Organi-
zation Membership Service, VOMS[2]. The advantage
of such an approach is that our security infrastruc-
ture is backward compatible with the existing GSI
implementations that simply ignore these extensions.

In wide-area distributed computing, web service
technologies are becoming increasingly popular, since
they provide easy and standardized access to distributed
services in a multi-lingual, multi-domain environment.
The same is true in Grid computing where the upcom-
ing OGSA standard[16] aims at leveraging web ser-
vices in the Grid context. Due to the general recognition
of the web service standard and to be prepared to move
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to the OGSA standard, we have chosen to adopt the
web services paradigm.

3.1. Interaction with external services

As described above, Reptor needs to interact with
many Grid services such as the replica location service
and the information services. We have implemented
Reptor as set of modules that is easy to extend and
interface to other Grid components.

We have defined interfaces for each Grid service
that Reptor is accessing. In the spirit of general
software engineering principles as well as OGSA,
we have made all these modules pluggable: if one of
the services needs to be replaced by another service
providing the same functionality, the appropriate
implementation of the interface needs to be provided
to Reptor, which can be configured to load the given
implementation instead of the default ones. Currently,
Reptor has been tested and used with the following Grid
services:

• Replica Location Service[8] as the replica catalog
service: used for locating replicas by their unique
identifiers (GUIDs);

• Replica Metadata Catalog(RMC) stores the user-
definable logical file name aliases to GUIDs and
simple meta data on replicas, e.g. the owner, file
size and time stamps;

• Information Service: used for obtaining information
wo
nter-
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proper web services, advertising their interface through
WSDL.

3.2. The Reptor client

We provide a command line interface and a Java
API; C and C++ APIs are also available for parts of the
interfaces, and it is straightforward to generate bindings
for other languages thanks to the web service technolo-
gies used. The client is a thin layer that interacts with
the services mentioned above, acting as the coordinator
of the replica management subservices.

Originally, we had a pure Java version of the client
service using the Commodity Grid for JavaCoG [26]
that provided GridFTP client functionality. However,
in order to be able to support parallel streams for better
performance, we can also configure the Reptor client
to use the native GridFTP C libraries where available.

Currently, the client provides the following func-
tionalities:

• Copya file between two sites using third-party trans-
fer [3] if required.

• Registeran existing file in the replica location ser-
vice to allow its retrieval by other Grid services.
A GUID is assigned to the file and registered in the
meta-data catalog. It is used as the immutable unique
identifier of the file and its replicas. Since GUIDs are
typically not human-readable, the user may provide
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about the topology of the Grid. In EDG project, t
different implementations have been used and i
faced to:
• EDG’sRelational Grid Monitoring Architectur

(R-GMA) [11],
• Globus’ Monitoring and Discovery Servi

(MDS) [14];
TheEDG Network Monitoring Services[6] provid-
ing statistics about network characteristics;
TheEDGStorage Element(SE)Services[6] provid-
ing information about the storage latency. In de
the Storage Element service can also have a
age Resource Management (SRM)[20] interface to
a Mass Storage System.

Some of these services are currently client/se
rchitectures using proprietary protocols for comm
ation, but most of them will in the near future turn i
a logical identifier on its own which acts as an a
of the GUID. It must be unique as well, but unl
the GUID, it can change in time.
Create replicasof a file that has previously be
registered in the replica location service. The o
mization service discussed below can be explo
for selecting an existing replica to be copied to
destination location.
Deletea replica which results in the physical de
tion of the file and its removal from the associa
catalogs.
Unregistera file from the catalog without physica
deleting the file.
List all the replicas that have been registered b
given identifier (GUID), or look up the logical nam
or GUID based on a replica.
Selectthe “best” replica to be used on a given s
with the help of the optimization service (see belo
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Fig. 2. Interaction of Replica Manager with other Grid Components.

• Retrieve theaccess costsfor all available replicas of
a given file with respect to specified sites.

3.3. Replica Optimization Service

The goal of theReplica Optimization Serviceis to
select the best replica with respect to network and stor-
age access latencies. In other words, if for a given file,
several replicas exist, the optimization service deter-
mines the replica that should be accessed from a given
location. Similarly, the optimization service might also
be used to determine the best location for new replicas.
We currently do not take into account an eventual pos-
sibility to access the data directly over the wide area
but assume that in order to access a file, it has to be
available in the local area network.

The Replica Optimization Service is implemented
as a light-weight web service (calledOptor). It gathers
information from the EDG network monitoring service
and the EDG storage element monitoring service about
their network and storage access latencies. Based on
this information, Optor takes a decision which network
link should be used in order to minimize the transfer
time between two end points as described in[6].

Apart from selecting replicas and storage locations,
Optor also provides methods to retrieve estimated file
access costs. These can be exploited by other Grid ser-
vices, such as meta schedulers like the EDG Resource
Broker[10]. Based on the information obtained by Op-
t effi-
c gh-

put. Thus, the Replica Manager, in particular its op-
timization component, assists the Resource Broker in
the job scheduling process.

The interaction of the Grid components in the over-
all EDG project architecture is shown inFig. 2. Note
that the Storage Element Monitor (a service that re-
turns access latencies for files stored in mass storage
systems) has only been partly interfaced with an Stor-
age Access Optimization Service. We have reported
earlier work on that in[24].

4. Experimental results

In this section, we report on the results of tests car-
ried out with Reptor to performoptimized replication
of files. In particular, we discuss the performance of
the core functionalities and the optimization compo-
nent. For detailed performance figures on the interac-
tion with the Replica Location Service as well as the
Replica Metadata Catalog, we refer the reader to[7].

4.1. Testbed setup

All our experiments were run on five major sites of
the EU DataGrid testbed in France, Italy, the Nether-
lands, Switzerland and the UK (seeFig. 3: note that
there are many more sites in different countries and
locations but we restrict the experiments only to the
fi -
e -
or, the broker can schedule jobs to sites that allow
ient file access while maximizing the overall throu
ve major sites). Each site consisted ofComputing El
ments(CE) andStorage Elements. A Computing Ele
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Fig. 3. Major testbed sites of the EU DataGrid project.

ment typically runs a (Globus) gate-keeper and a local
scheduling system like PBS or Maui. A Storage Ele-
ment is a generic Grid interface to storage, i.e. it can
be a single disk, a disk farm or a mass storage system.
A typical Grid job is submitted from aUser Interface
to the Resource Broker and is scheduled to be run at
a Computing Element based on information provided
by the Information Services and the Replica Manager
(seeFig. 2).

The components needed by the Replica Manager
Client were deployed at dedicated hardware at CERN,
each machine running a single service only. We had
one machine each to run the User Interface (i.e. the
Replica Manager Client), the Replica Location Service,
the Replica Metadata Catalog, the Replica Optimiza-
tion Service and the Information Service (R-GMA in
our case[11]).

The network monitoring components have been de-
ployed at each testbed site by the EDG networking
work package. We make use of their network monitor-
ing information provider which is accessible at IN2P3
in Lyon. The network monitors keep track of the per-
formance of the network over time which is usually
changes significantly over time—this motivates our
strategy of optimization based on recent network met-
rics.

4.2. File replication

In this section, we provide performance numbers for
r net-
w m-

pare these numbers with raw data transfers achieved
via GridFTP. Note that Reptor adds some overhead to
the basic file transfer due to various consistency checks:
Reptor checks whether the file already exists on the des-
tination before starting the copy, obtains file meta-data
and checks the file existence after having performed
the copy. This overhead is constant, independent of the
actual file size.

Reptor provides two different replication options,
conventional replicationand optimized replication.
The conventional option takes source and destination
SEs as input parameters. The optimized option takes a
logical file name (LFN) and the destination SE as input
parameters and chooses the best replica as described
above: for a given LFN, all physical replicas are identi-
fied through the RLS and for each replica, the transfer
costs to the specified destination SE are calculated us-
ing the Network Monitor. The replica having the min-
imal cost is used as the source file for replication.

By having both options, users may either control
the source and destination of the copy themselves or
let the system decide on the best resources to use on
their behalf.

In Fig. 4, we show our measurements for replicat-
ing files between three sites within the EU DataGrid
testbed. The file sizes range from 100 MB to 1 GB.
We use GridFTP as the file transfer mechanism with
eight parallel streams. Note that Reptor adds some over-
head to the basic file transfer due to various consistency
checks: Reptor checks whether the file already exists
o file
m ving
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p GB
fi due
t e file
c re-
d

rfor-
m tion
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g by
a file
r for
t t the
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m mal
eplicating files of various sizes over a wide-area
ork including updating the replica catalog. We co
n the destination before starting the copy, obtains
eta-data and checks the file existence after ha
erformed the copy. This overhead is constant, i
endent of the actual file size. For replicating 1
les, we can observe an overhead of around 10%
o the additional consistency checks. If needed, th
hecksumming can also be switched off in order to
uce the consistency overhead.

The next experiment shows the possible pe
ance gain one can obtain by optimized replica

seeFig. 4d). Due to the different network bandwidt
ithin the testbed and their rapid change in time,
ain factors of two and more in transfer efficiency
utomatically choosing the best network link for
eplication. If the users have to specify the source
he copy by themselves, they can achieve at bes
ame result. Without an automatic replica selec
echanism, they most likely will choose a subopti
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Fig. 4. Performance measurements of replicating files with sizes 100 MB, 500 MB and 1 GB between (a) CERN and RAL, (b) RAL and NIKHEF,
and (c) NIKHEF and CNAF. (d) Performance measurements of replicating 1 GB files to NIKHEF (1) using conventional replication: IN2P3 was
specified as the source and (2) using optimized replication: RAL was picked as the better source automatically.

network link. In both cases, the consistency overhead
can be neglected, since it is identical for both replica-
tion scenarios.

To sum up, we demonstrated network optimized
replication with Reptor and achieved a substantial gain
in efficiency, especially in a distributed Grid envi-
ronment where the network latencies are subject to
rapid change. We have found that the changes are slow
enough so that recent network monitoring information
is usually still applicable at the time of the file transfer.

5. Related work

We have performed early prototype work with a data
replication tool namedGrid Data Mirroring Package
(GDMP) [23]. It is a basic file replication tool with
support for mass storage system staging and automatic
replication through a publish–subscribe notification
system. Another predecessor of Reptor is the edg-
replica-manager[22], simple client replication tool.

The Globus Alliance provides a Reliable File Trans-
fer (RFT) service[19] that is part of Globus Toolkit
3. Replica management functionalities are supposed
to be built on top of RFT and therefore, would fit
into our replica management framework. In addi-
tion, Globus implemented the Copy And Registration
Service (CAR)[14], a tool that provides an OGSI-
compliant mechanism for accessing existing RLSs.

An integrated approach for data and meta-data man-
agement is provided in the Storage Resource Broker
(SRB)[5]. Data cataloging and access to relational and
object-oriented databases are provided.

The most related work with respect to replica ac-
cess optimization can be found in the Earth Science
Grid (ESG)[4] project where preliminary replica selec-
tion has been demonstrated using the Network Weather
Service (NWS)[27]. Within the Grid and High-Energy
Physics community, the most closely related projects
are Sequential data Access via Metadata (SAM)[25],
Alien [1] and gLite[13]. SAM was initially designed to
handle data management issues of the D0 experiment
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at Fermilab. It also addresses replication job submis-
sion issues. Both Alien and gLite provide replication
services and some data access optimization.

Since file replication often deals with large storage
systems, local storage resource management becomes
vital and we participate in the standardization effort of
the Storage Resource Management[20] specification
that builds the natural link between Globus, Grid-wide
replica management and local file management.
Similar to the SRM standardization, a new standard-
ization effort has started for Replica Management
Services[21] with the goal of integrating existing
data management software based on standard in-
terfaces.

6. Conclusion and future work

We have presented the design and implementation
of a high level replica management tool providing the
functionality required for efficient data access in a Grid
environment. We have discussed in detail our optimized
replica selection mechanism that takes into account net-
work monitoring data in order to identify the optimal
network link with respect to data transfer. The experi-
mental results show that our approach significantly re-
duces wide area transfer times.

The framework is easily extensible and allows for
many different deployment scenarios to serve the needs
of many different Virtual Organizations.
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experimental testbed. We would like to thank our col-
leagues in the EU DataGrid project who provided us
with invaluable feedback on our existing replica man-
agement tools. We are also thankful to our colleagues
from the Globus Alliance for many stimulating discus-
sions. This work was partially funded by the European
Commission program IST-2000-25182 through the EU
DataGrid Project.
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